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Abstract

In this paper, we present a new texture representation of
face image using a robust feature from the Trace transform.
The masked Trace transform (MTT) offers “texture” infor-
mation for face representation which is used to reduce the
within-class variance. We first transform the image space
to the Trace transform space to produce the MTT. Weighted
Trace transform (WTT) identifies the tracing lines of the
MTT which produce similar values irrespective of intraclass
variations. A new distance measure is proposed by incor-
porating the WTT for measuring the dissimilarity between
reference and test images. Our method is evaluated with
experiments on AR face database.

1. Introduction
Face recognition is substantially different from classical
pattern recognition problems, such as object recognition.
The shapes of the objects are usually different in an ob-
ject recognition task, while in face recognition one always
identifies objects with the same basic shape. This is of
utmost difficulty for a face recognition system when one
tries to discriminate faces all of which have the same shape
with minor texture differences. The face recognition there-
fore depends heavily on the particular choice of face rep-
resentation. The aim of feature selection in face repre-
sentation method is to suppress the variations of face im-
ages and simultaneously provide enhanced discriminatory
power. It has many image representations proposed for
face recognition such as eigenface and fisherface methods.
The goal of the eigenface method is to linearly projecting
the image space to a feature space of lower dimensionality
[4]. One can reconstruct a face-like image by using only
a few eigenvectors which correspond to the largest eigen-
values. Eigenface is an optimal reconstruction method in
the sense of minimum mean square error, which projects
the image on the directions that maximize the total scat-
ter across all classes of face images. This means that the
eigenface is not the optimal method in the sense of dis-
crimination ability, which depends on the separation be-
tween different classes rather than the spread of all classes.
For the problems of class separation, a method based on

class specific linear projection was proposed by Belhumeur
et al. [5]. This method tries to find the eigenvectors for
which the ratio of the between-class scatter and the within-
class scatter is maximized. In general, it is common to
use principal component analysis in conjunction with lin-
ear discriminant analysis (LDA) to overcome the compli-
cation of singular eigenvectors. This is achieved by using
PCA for reducing the dimensionality of the image space
to obtain the eigenspace, and then applying the standard
Fisher LDA (FLD) to further reduce the dimensionality of
the eigenspace. It is known that the fisherface is superior
to the eigenface approach when the training images contain
much variation in an individual class; otherwise the perfor-
mances of fisherface and eigenface are not significantly dif-
ferent [3]. This paper presents a new face representation and
recognition method that employs the texture representation
derived from the Trace transform. A new distance measure
is also proposed by incorporating the weighted Trace trans-
form in order to select only the significant features from the
Trace transform.

The organization of this paper is as follows. Section 2
introduces a method for tracing line on an image and some
trace functionals we used in this paper. A new texture rep-
resentation of face images is presented in section 3 . In sec-
tion 4 we describe a method for weighting the tracing line in
the masked Trace transform, to produce the weighted Trace
transform. Section 5 presents our experimental results. Fi-
nally, we conclude in section 6.

2. The Trace Transform
The Trace transform [1], a generalization of the Radon
transform, is a new tool for image processing which can be
used for recognizing objects under transformations, e.g. ro-
tation, translation and scaling. To produce the Trace trans-
form one computes a functional along tracing lines of an im-
age. Each line is characterized by two parameters, namely
its distance � from the centre of the axes and the orientation
� the normal to the line has with respect to the reference
direction. In addition, we define parameter � along the line
with its origin at the foot of the normal. The definitions of
these three parameters are shown in figure 1. The image
is transformed to another image with the Trace transform



which is a 2-D function depending on parameters ��� ��.
Different Trace transforms can be produced from an image
using different trace functionals. An example of the Trace
transform is shown in figure 2. It is shown that the image
space in the � and � directions is transformed to the Trace
transform space in the � and � directions.

Fig. 1. Tracing line on an image with parameters �� �, and
�.

Fig. 2. An image and its Trace transform.

One of the key properties of the Trace transform is that it
can be used to construct features invariant to rotation, trans-
lation and scaling. We should point out that invariance to
rotation and scaling is harder to achieve than invariance to
translation. Let us assume that an object is subjected to lin-
ear distortions, i.e. rotation, translation and scaling. It is
equivalent to saying that the image remains the same but
viewed from a linearly distorted coordinate system. Con-
sider scanning an image with lines in all directions. Let us
denoted the set of all these lines with �. The Trace trans-
form is a function � defined on� with the help of � which is
some functional of the image function when it is considered
as a function of variable �. � is called the trace functional.

���� �� � � �� ��� �� ���� (1)

where � ��� �� �� stands for the values of the image function
along the chosen line. Parameter � is eliminated after
taking the trace functional. The result is therefore a 2-D
function of parameters � and � and can be interpreted as

another image defined on �. The resultant Trace transform
depends on the functional we used. Let us denote � � � � the
sampling points along a tracing line defined by � and �. Let
us also denote by 	 the number of points along the tracing
line. 	 may be varied depending on the length of the tracing
line. The trace functionals used in our experiments are
shown in table 1. The denomination median����
� means
the weighted median of sequence � with weights in the
sequence 
. For example, median���� �� �� ��� ��� �� �� ���
indicates the median of numbers �� �� �, and � with corre-
sponding weights �� �� �, and �. This means the standard
median of the numbers �� �� �� �� �� �� �, i.e. the median of
the ranked sequence �� �� �� �� �� �� � is �. See [1] for more
details and the properties of the Trace transform.

3. A New Face Representation
The Trace transform is a global transform, applicable to full
images. If we are going to use it to recognize faces, we must
consider a local version of it. Having identified the faces
in an image, we proceed here to define the masked Trace
transform. Let us denote by �� the set of points that make
up the boundary of an elliptic face mask [6]. The masked
face can be extracted by applying a filling algorithm on the
set of �� points. We then obtain the masked face and use it
to compute the masked Trace transform. Figure 3 shows the
masked face in an oval shape.

0 x

y

masked face

background

Fig. 3. The masked face in an oval shape.

The Trace transform is known to be able to pick up shape
as well as texture characteristics of the object it is used to
describe. As we choose all faces we wish to recognize to
have elliptical shape, we must be careful to eliminate any
shape information from the computation of the Trace trans-
form. For this purpose we work as follows: After we have
created an elliptical mask for the face in question, we define
a local coordinate system with its centre at the centre of the
ellipse. We also define the minimum enclosing rectangle of
the ellipse and we flag all pixels that belong to the interior
of the ellipse. The tracing lines are defined in the mini-
mum enclosing rectangle as consisting of only the flagged
points of the ellipse. The points outside the ellipse are as



Table 1. Examples of the Trace functionals �

No. Trace Functionals Details

1 � ������ �
�
�

�
������

2 � ������ �
��
�

�
������� ��

��
� � ���, � � ���

3 � ������ � median������� �������

4 � ������ �
� ��

���

�
� �
��
��F����

�
��� � is a median filtering operator, F��� � ����� ���� ����� so that

the length of vector F��� is �	

5 � ������ � median��������� �������
����

����� � ������� �������� � � � ������, 
 � �� 	� � � � � 	, � �
median��
� �����, �� signifies the nearest integers of �

6 � ������ �
�
�
�
�
�

����
��	 ��� �
�
�������

�
�
� � � ���, � � 
, 
 � �
� ��, 
 � �� 	� � � � � 	, � �

median��
� ����������, �� signifies the nearest integers of �

if they do not exist for the Trace transform. The shifting
of the axes performed ensures translation invariant calcu-
lations and discarding of non-flagged pixels (as opposed to
simply assuming that they have value 0) ensures that the ex-
act shape of the ellipse plays no role and that only genuine
face information is used in the subsequent calculations.

We show the result of the Trace transform of the full im-
age, the rectangular face and elliptical shape in Fig. 4. One
can see that the inclusion of background sections destroys
the local texture and structure of the Trace transform. How-
ever, with the masked Trace transform we can keep the lo-
cal structure of the shape as well as texture characteristics.
We therefore call this face representation the masked Trace
transform (MTT). The values of the masked Trace trans-
form may be regarded as some sort of “texture” character-
istics of a face image.

Fig. 4. Examples of the Trace transform. (a) full image (b)
rectangular shape and (c) elliptical shape.

In face recognition, one may have the problem of recog-
nizing a face that is rotated, scaled and translated with re-
spect to the face in the database. We show an original face
and its rotated versions in figure 5. It can be seen that the
masked Trace transform is shifted left or right by the cor-
responding amount of rotation. One can apply a matching
algorithm on each column between an original and rotated
versions of the masked Trace transform, i.e. along the � di-

rection, then shift the columns according to the best match-
ing position to the masked Trace transform of the original
face. The masked Trace transform of the rotated face can
then be reconstructed to match the masked Trace transform
of the original face. The procedure is indicated in figure 6.
It is therefore seen that the rotation in image space is equiv-
alent to the translation in the Trace transform space. Thus,
it is easy to use a matching algorithm between the masked
Trace transform of an original face and that of its distorted
version to infer the rotation angle.

Fig. 5. An original face and its versions distorted by rota-
tion. The corresponding masked Trace transform for each
face version is shown in the bottom row.

4 The weighted Trace Transform

The masked Trace transform allows us the define a new way
for face coding. Figure 7 shows the masked Trace trans-
forms for 2 different persons in the database and for 4 dif-
ferent images of each person. We observe that there are
subtle differences between the Trace transforms of different
people that make them distinct, while the Trace transform of
the same person seems to retain its structure over the three
different images.

Every point in the Trace representation of an image rep-
resents a tracing line. Here, we shall describe a method for



Fig. 6. The reconstruction of the Trace transform.

weighting each tracing line according to the role it plays
in recognizing the face. We need to find the persistence of
the features locally in the masked Trace transform for each
person. So, by selecting the features in the Trace transform
which persist for an individual, even when their expression
changes, we are identifying those scanning lines that are
most important in the definition of the person. We refer this
method as the weighted Trace transform. Let us define pa-
rameters for weighted Trace transform as follows: � �� is
training image � of person 
, ���� the masked Trace trans-
form for training image � of person 
 using trace functional
�,���

� the �th absolute difference of the masked Trace trans-
forms for person 
 and functional �. � ����� �� the weighted
Trace transform for person 
 and functional �. The weighted
Trace transform can be described step by step as follows.
Step 1. Compute the masked Trace transform, � �

�� , for per-
son 
, training image � and functional �.

������� �� � ��������� �� ���� (2)

where �� is the �th Trace functional.
Step 2. Calculate the differences of the masked Trace trans-

Fig. 7. An example result of the masked Trace transform
for different persons. The masked Trace transforms for each
person are shown in each row. From left to right, the masked
Trace transform for training image 1 to 4 shown in each
column.

forms for person 
 and functional �.

���
�

�
������ � ����

�� �
���

�
�
������ � ����

�� �
���

�
�
������ � ����

�� � (3)

step 3. Compute the weight matrix for the Trace transform
for person 
, and functional �.

� ����� �� �

�
�� if

�
� ���

��
� ��� ��� � 	�

	� Otherwise�
(4)

where

���� �

�
	� if � � ��

�� Otherwise�
(5)

and � is some threshold. In other words, the weight matrix
flags only those scanning lines which in all three images
produced values for the Trace transform that differ from
each other only up to a certain tolerance � . When construct-
ing features from the Trace transform we shall use only the
flagged lines.

4.1 Distance measure

Let us explain how test claims are performed for weighted
Trace transform. Let us denote by �� and �� the reference
and test images of the masked Trace transform. We compute
the distance between the two images as follows.

� � 
��
�
�����

�� ����� (6)

where ����
� � ��� �

�


��
�

�

��

�
�	
� ��� �� �
���� ��

�
���� ��� ������ ���

� �
(7)



where ��
� is the reference masked Trace transform in train-

ing image 
, and 	� the total number of flagged line in
weighted Trace transform. We measure the minimum dis-
tance between ������ �� and ������ �� by which the Trace
transform of the test image is scan along the �� direction.
This is the same procedure as indicated in figure 6. The
weight � ��� �� is computed using (4). ����

�� ��� returns
the highest value 1 when ��

� and �� is exactly the same.

5. Experimental Results
In this section, we describe a face database we used and
then present a face recognition result under rotation, size
variation and facial expression. Our proposed method was
implemented on the AR face database [2]. The database
contains color images corresponding to 126 people (70 men
and 56 women). The pictures were taken at the CVC un-
der strictly controlled conditions. No restrictions on wear
(clothes, glasses, etc.), make-up, hair style, etc., were im-
posed to participants. Each person participated in two ses-
sions, separated by two weeks time. The same pictures were
taken in both sessions. Some examples of face images used
in training procedure are shown in figure 8.

Fig. 8. Some examples of face images in AR database.

In our current implementation, we have 6 different trace
functionals. Some examples of the Trace transform com-
puted from 6 different functionals are shown in figure 9. It
should be pointed out that the results from all trace function-
als may be thought of as texture representations which can
be used as a robust feature for recognition task. We however
use a trace functional for a specific person. On the other
hand, the choice of the trace functionals we used for a par-
ticular person depends on the classification ability in which
the between-class variance is maximized with respect to the
minimized within-class variance. In addition, by using the
technique we proposed, WTT, the redundant features are ig-
nored in the computational process. This helps us maximize
the matching confidence between individual face images,
even when their expression changes.

(a:1) (b:2) (c:3)

(d:4) (e:5) (f:6)

Fig. 9. An example of the masked Trace transforms com-
puted using the 6 different trace functionals of table 1.

5.1. Face Recognition under rotation, size vari-
ation and facial expression

In the real world applications, the face recognition should
be invariant to rotation, size variation and facial expres-
sion. In our proposed method, we use 3 images from the
face database for training. The face images for testing
were generated by applying a random scaling and rotation
factors to the face images, which was distributed within
�� � �	� � � �	�� and �	� ��	� degree. Examples of test
images are shown in figure 10. The rightmost image is an
extreme case of rotated image which is hard to recognize
even for the human ability.

Fig. 10. Examples of cropped face images under rotation,
size variation and facial expression.

In general, the face registration method was used in the
preprocessing step to locate the faces in an image. The lo-
cated faces were then normalized (in scale and orientation)
for which the two eyes were aligned at the same position.
This is hard to achieve in the real time application in which
the corrected eye position can not be found. In contrast,
the face registration is not used here. In our method the ro-
tated and scaled versions of face images were directly used
in the recognition task. We then use the distance measure
described in section 4.1 to recognize the face images. Fig-
ure 11 shows results of the masked Trace transform of face
images under rotation, size variation and facial expression.



It can be seen that the ‘images’ in the Trace transform space
remain the same but it is viewed as the shifted version of
the original image for the rotation problem. The texture
representation is also robust to scaling condition of face im-
age. In fact, the ‘images’ in the Trace transform space are
affected by some scaling factor. The more values of scal-
ing factor, the more decreases of recognition performance.
Table 2 shows results of face recognition with top 5 best
matching images. In the top 5 classification, the corrected
match is counted when the individual face of input image is
among the best 5 matched faces. In table 2, we also show
the results of facial expression in 3 cases: smile, anger and
scream. Smiling and angry expression decrease the recog-
nition rate by some amount. The scream expression is a spe-
cial case of local deformation of face images in which the
geometric location (e.g. mouth position) and texture infor-
mation are destroyed (second rightmost image in figure 10).
In this case we obtain a recognition rate of 35.56%. In sum-
mary, our proposed method is robust to rotation, size varia-
tion and facial expression. From the inspection of the table
2, it was found that our proposed method performed bet-
ter than the eigenface method in all cases. Such robustness
comes from the use of masked Trace transform, weighted
Trace transform and matching measure in (7). It also comes
from the fact that only the flagged line is used rather than en-
tire face representation which helps us maximize the match-
ing between reference and test images. Another advantage
of our approach is that, when new subjects are added to the
system we do not need to retrain on the whole face database,
in fact only images of the new subject are used to find the
optimal parameter � of the algorithm. This may not be the
case for eigenface: when new subjects are added to the face
database, these systems must be retrained over the whole
face database, which is a barrier for real applications.

Fig. 11. The face images under rotation, size variation and
facial expression. The corresponding face representations
are shown in bottom row

6. Summary and Conclusions
We have presented a new face representation using texture
characteristic derived from the Trace transform. Texture
representation, masked Trace transform, provides classifi-
cation ability for reducing the within-class variance of an
individual face with the help of weighted Trace transform.

Table 2. Performance Comparison of Face Recognition un-
der Rotation, Scaling and Facial Expression.

Testing Faces Method
EigenFace MTT+WTT

Scaling 68.8 77.3
Rotation 55.4 96.2

Scaling+Rotation 46.8 71.1
Smiling Expression 82.04 86.3
Angry Expression 73.21 91.53

Screaming Expression 32.14 35.56

The masked Trace transform captures the key character-
istics of face images by suppressing variations of a face,
while maintaining discriminability. In addition, the redun-
dant features are ignored by using only the flagged line in
the masked Trace transform. We obtain a high recogni-
tion rate which is outperformed the eigenface method in all
cases.
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